


EVENT TIMELINE

Symposium 
Schedule
Turner Auditorium

8:50 AM - 9:00 AM

9:00 AM - 9:50 AM

9:50 AM - 10:30 AM

10:30 AM - 10:50 AM

10:50 AM - 11:30 AM

11:30 AM - 12:10 PM

12:10 PM - 1:30 PM

1:40 PM - 2:30 PM

2:30 PM - 3:10 PM

3:10 PM - 3:20 PM

3:30 PM

Welcome & Overview

Keynote: Tackling the Challenges of Big Data - 
Multimodal Large Language Models

Session: AI, Data Quality & Representativeness 

Coffee Break

[ŜǘΩǎ ¢ŀƭƪΥ 5ŀǘŀ tƻǊǘŀōƛƭƛǘȅ ϧ CŜŘŜǊŀǘŜŘ aƻŘŜƭǎ 

Session: Healthcare Systems & AI 

Lunch & Poster Session with Author Standby

[ŜǘΩǎ ¢ŀƭƪΥ DŜƴŜǊŀǘƛǾŜ !L ϧ 5ƛƎƛǘŀƭ ¢ǿƛƴǎ 

Interactive Session: AI to Advance Clinical Trials 

Closing Remarks

Happy Hour



Join the  conversation virtually 
via Slack. 

https://bit.ly/JHinHealth



8:50 AM -  ˃˘ʺʺ̇ ẇˠ̇áđŃćőŉđ̇͑̇~ƒđŭƒıđƓ

SPEAKER: Srinivasan Yegnasubramanian , MD, PhD, 
Johns Hopkins School of Medicine



Srinivasan (Vasan) Yegnasubramanian, MD, PhD

Professor of Oncology, Pathology and Radiation Oncology

Director of inHealth Precision Medicine

Johns Hopkins Medicine

May 15, 2025



Strategic initiative to create intelligent, 
innovative Health System ς inHealth. 

Enable opportunities to:

ÅHarness revolutions in measurement, 
data, and analytics to drive innovation

ÅDeliver clinical, reputational and 
financial successes

ÅCreate value for patients, physicians, 
payers and the health system

Alignment with JHM Strategic Priorities

Å Enable simpler governance structures, 
timelier decision-making and clearer, more 
transparent communication

Å Embrace AI, data science and digital 
transformation



inHealth Phase I: Groundbreaking Foundations

intelligent, 
innovative Health

inHealth

Inter-disciplinary Expertise
through strategic 
partnerships and 

collaborations

through inHealth
Precision 

Medicine Analytics 
Platform (PMAP)

>27 Precision Medicine 
Centers of Excellence 

(PMCOEs)

Medicine
Surgery
Pediatrics
Oncology
Psychiatry

Neurology
Rheumatology
Cardiology
Nephrology
Obstetrics

COVID-19
Critical Care
Ambulatory Care
Telemedicine
Ophthalmology

Patient safety and quality

Major Impact Across



inHealth Phase II: transforming health care delivery at scale through 
precision innovation

Achieving Scale
Å Big Data2

Å Centralized data curation 
for System-wide 
application

Å Regional, National, 
Global impacts

Cutting edge AI analytics 
and data science

Implementation and 
Value Creation:
Å Patients
Å Providers
Å Payers
Å Health System
Å Clinical, reputational, 

financial successes



Strategic partnerships 
and collaborations 

with outside 
institutions and 

industry

intelligent, 
innovative Health

inHealth

Potential for Local, 
Regional, National, Global 

impact



Cancer AI Alliance

>$60M in funding 
commitments to date to 
develop national scale 
federated learning 
platform and network



Integrating across multi-modal data streams

EMR Clinical Data
Å Structured
Å Open notes

Radiology and 
Pathology 

Imaging Data

Genomics and 
Molecular Data

Time-series, 
Monitoring, 

Wearables Data

Financial, 
Operational 

Data

Precision Medicine Analytics Platform (PMAP)



Special thanks to our Symposium Sponsors



9:00 AM -  ˃˘ʿʺ̇ ẇˠ̇nđƕŊőŹđ˘̇ÇîćŀŃıŊħ̇Źĭđ̇7ĭîŃŃđŊħđű̇
of Big Data -  Multimodal Large Language Models

SPEAKER: Faisal Mahmood , PhD, Brigham and 
áőŉđŊ˷ű̀\őűŪıŹîŃˑ̀\îŭƒîŭč̀ÌŊıƒđŭűıŹƕ



Multimodal, Generative, and Agentic AI for 
Pathology

Faisal Mahmood, Ph.D.

Associate Professor, Harvard Medical School
Department of  Pathology, BWH and MGH

Cancer Data Science Program, Dana Farber Cancer Center
Broad Institute of  Harvard and MIT

faisalmahmood@bwh.harvard.edu

www.mahmoodlab.org  

@AI4Pathology

http://www.mahmoodlab.org/


Disclosures 

ÅScientific Advisor, Equity, Modella AI , Tremont AI
ÅScientific Advisor, Danaher 



Outline
ÅWeakly Supervised Models for Pathology

 - CLAM  (Nature BME, 2021)
 - Cancers of Unknown Primary (Nature, 2021)
 - Cardiac Allograft Rejection (Nature Medicine, 2022)

ÅMultimodal Data Integration 

 - Pan-cancer, fusing histology and genomics (Cancer Cell, 2022)
 - Pathomic Fusion (IEEE Transactions on Medical Imaging, 2022)
 - MMP (ICML, 2024); SurvPath (CVPR, 2024); MCAT (ICCV, 2022)

ÅFoundation Models

 - HIPT (CVPR, 2022)
 - Vision centric foundation model (Nature Medicine, 2024)
 - Vision-language foundation model (Nature Medicine, 2024)
 - PANTHER (CVPR, 2023) ; TANGLE (CVPR, 2023)

ÅGenerative AI for Pathology

 - PathChat (Nature, 2024)

ÅTransitioning from 2D to 3D Pathology

 -  TriPath (Cell, 2024)

ÅBias and Fairness

 - Do foundation models reduce model bias? (Nature Medicine, 2024)



Key Messages
ǒ Data driven Foundation Models + autonomous AI Agents will address 

many open questions in biomedicine. 

ǒ Foundation models are the backbone for modern AI in biomedicine, 
encoding data into meaningful representations. 

ǒ Diversity of data > quantality of data in learning meaningful 
representations. 

ǒ Multimodal foundation models improve representation for ALL modalities.

ǒ FMs = diverse + multimodal data builds strong models. 

ǒ Autonomous AI agents discover from data, make use of FMs, test 
hypothesis and are the engine for future discovery from biomedical 
data. 



Clinical applications: 
Å Diagnosis
Å Prognosis, Survival outcome
Å Predicting molecular alterations
Å Response-to-treatment

ML-driven Computational Pathology

?

Vital signs

Diagnostic 
reports

Lab results

Radiology

Genomics



1963



1965



1965
(Prewitt et al.)



Supervised Methods ð Need Manual Labeling or ROI Extraction



Weakly Supervised Method ð Slide Level Labels are enough!



>= 10,000 labeled slides for best performance.

Is there a data-efficient way to do this?

(Campanella et al., 2019)

Rare Conditions, Clinical Trials, Patient Stratification



CLAM Workflow

ÅWeakly supervised learning from 
histology whole slide images. 
ÅAdapts Attention Based Multiple 

Instance Learning for Computational 
Pathology. 
ÅUsed pre-trained feature encoders 

instead of end-to-end training. 
ÅEasy to use codebase. 

(Nature Biomedical Engineering, 2021)



MIL Frameworks
For patient j, input : WSI ὢ target : clinical endpoint ὣ

Classification ὖὣ Ὧὢ
В

Problem formulation

- Lung cancer subtype ὣ = {Lung squamous cell carcinoma, Lung adenocarcinoma}
- Gene mutation ὣ = {wildtype, mutated} 

(Multinomial) Logistic regression!

Input patching
ὢ ᵼ ●ȟȣȟ●

ὔ ρπȟπππ

●  ɴᴙ    

Feature extraction
◑ Ὢ● ЯШŉŸƖШὭ ρȟȣȟ.

Feature 
aggregation
◑ Ὣ ◑

Prediction
ὣ Ὤ ◑

Ὢ: neural network

◑ᶰᴙ  (for ViT)
Ὣ: max / average / NN



Cancers of  Unknown Primary 

Cancers where a primary origin can not be 
determined.

Å1-2% of  all cancers. 

Å30,270 cases expected to be diagnosed in the US in 2020.

ÅMedian survival 2.7-16 months.

Å2-year survival rate: 20-25%

ÅCUP patients undergo a complete workup of  pathology, 
clinical, radiological, endoscopy, molecular testing etc. in 
an attempt to determine origin. 

Can we use H&E whole slides to determine 
origins for cancers of  unknown primary? 

(Nature, 2021)



Integrating histology + genomics for origin prediction
(Nature BME, 2024 �² in press)


